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Abstract—The Border Gateway Protocol (BGP) is the single inter-domain routing protocol that enables network operators within each autonomous system (AS) to influence routing decisions by independently setting local policies on route filtering and selection. This independence leads to fragile networking and makes analysis of policy configurations very complex. To aid the systematic and efficient study of the policy configuration space, this paper presents network reduction, a scalability technique for policy-based routing systems. In network reduction, we provide two types of reduction rules that transform policy configurations by merging duplicate and complementary router configurations to simplify analysis. We show that the reductions are sound, dual of each other and are locally complete. The reductions are also computationally attractive, requiring only local configuration information and modification. We have developed a prototype tool developed using Maude for automatically extracting EPD from existing network topologies and policies. This abstract model, resulting in simpler reductions. We further provide a tool developed using Maude for automatically extracting EPD from existing network topologies and policies.

Formal model for reduction. We propose an abstract model for modeling Internet topology and policies. This abstract model, which we call the Extended Path Digraph (EPD), extends prior models [7], [16], and provides a basis for reducing instances prior to analysis. EPD enables the unification of configuration specification and analysis within a common model, resulting in simpler reductions. We further provide a tool developed using Maude for automatically extracting EPD from existing network topologies and policies.

Network reduction. We present two reduction rules that transform EPD policy configurations to simplify analysis. These two reduction rules merge duplicate or complementary router-level configurations into one. We show that these reductions are sound and mutually dual, and establish a confluence result.
for duplicate reduction. These operations are also computationally attractive, since they require only local inspection and modification of the EPD structure. Indeed, we formally prove that no other such reductions are universally sound, meaning that our repertoire of local reduction methods is now complete.

Case studies and evaluation. We have developed a prototype of network reduction using Maude, and performed network reduction on a variety of network topologies, ranging from AS-level Caida and router-level Rocketfuel dataset, to topologies that include standard BGP configurations such as full mesh, route reflection and confederations [21]. Through a series of case studies, our experiment results demonstrate that network reduction enables significant savings in analysis time due the the use of reduction. Moreover, it makes possible safety analysis on large networks that would otherwise not complete within reasonable time. Our experiment results further demonstrate that duplicate and complementary reductions apply to different parts of the network, suggesting that reduction can also serve as a tool to identify possible types of policy and topology redundancies. We further apply the network reduction to a subset of Internet topologies obtained from RocketFuel [17] and CAIDA [1], and observed high reduction rates, suggesting that the Internet topology has a high degree of redundancy.

II. Formal Model

We first present the formal model used for performing reduction and analysis. The central data structure, called the Enhanced Path Digraph (EPD), is a compact representation of two configuration aspects of a BGP system: the topology of how routers are connected, and for each router, the export, import, and route preference policies.

The policy configuration problem can be understood independently of the means for calculating routes—the BGP path-vector mechanism as implemented by the various router vendors. Policy conflicts exist independently from the details of how messages are exchanged and local data structures are updated. So the EPD model abstracts away the mechanism, and focuses on the policy itself.

Enhanced path digraph (EPD) is an extension of the path digraph structure [16], tuned to enable us to conveniently express and perform reduction. As we will see in Section IV, through this modification, EPD allows us to prove the correctness of reduction in a much more intuitive and concise way than reasoning directly with path digraph [19].

Definition 1 (Path digraph): Let \((V, E)\) be a directed graph and let \(d\) be a designated ‘destination’ node in \(V\). A path digraph instance on \((V, E, d)\) is given by \((P, E_v, E_p)\), where \(P\) is a set of paths in \((V, E)\) terminating at \(d\), and \(E_v\) and \(E_p\) are binary relations on \(P\) fulfilling the following properties:

1) \((p, q)\) is in \(E_v\) if and only if \(p\) is a suffix of \(q\).
2) If \(p\) and \(q\) have different origin nodes, then \((p, q)\) is not in \(E_p\).
3) The restriction of \(E_p\) to any set of paths having the same origin node is a strict linear order.

The relations \(E_v\) and \(E_p\) are called the transmission and preference relations respectively.

We may also write \(E_p\) as ‘\(<\)’, where \(p < q\) means that \(p\) is strictly preferred to \(q\). The ‘path digraph’ structure, then, is the derived graph where the nodes are the elements of \(P\) and the arcs are \(E_v \cup E_p\). For example, Figure 1 shows a network of three nodes \(0, 1\) and \(2\), where \(0\) is the particular destination. The paths are shown alongside their origin nodes, in preference order (so \(1\) prefers path \(120\) over \(10\); any path not shown is not permitted. The path digraph is shown in Figure 2, where dashed arcs correspond to prefers arcs, and solid arcs for transmission arcs.

We can define a notion of ‘stable solution’ corresponding to the endpoint of the route computation process.

Definition 2: A stable solution to a path digraph \((P, E_v, E_p)\) is a subset \(S\) of \(P\) that contains the empty path \(\epsilon_d\) from \(d\) to itself, and such that any other path \(q\) is in \(S\) if and only if

1) there is some \(p\) in \(S\) such that \((p, q)\) is in \(E_v\), and
2) there is no \(p' \in S\) such that \((p', q)\) is in \(E_p\).

In general, there may be zero, one, or many stable solutions. If there is no stable solution then the routing protocol will certainly oscillate; if there are more than one, then it might oscillate (depending on details of the path-vector mechanism). If, however, there is exactly one stable solution, then the protocol will necessarily converge to it [16], [9]. A sufficient condition for this is that the path digraph be acyclic.

Theorem 1: If a path digraph has no cycle (that is, the transitive closure of \(E_v \cup E_p\) is irreflexive) then it has a unique stable solution.

Proof: See [10].

The property of a path digraph having a unique stable solution implies that the configuration is both safe and robust [3], [2], [4], [15]. Informally, a routing configuration is safe if any fair execution sequence for the path-vector protocol must eventually result in convergence of the routing state. It is robust if it remains safe even after removing some subset of the nodes and arcs in the graph.

The transmission relation \(E_v\) forms an arborescence rooted at \(\epsilon_d\). It therefore contains, implicitly, data about the connectivity of the original graph. The extended structure, which we now define, makes that information more explicit.

Definition 3 (Extended path digraph (EPD)): If \((P, E_v, E_p)\) is a path digraph on \((V, E)\) then the extended path digraph is \((P, E_v, E_p, s)\), where \(s\) is the function from \(P \setminus \{\epsilon_d\}\) to \(V\) that maps each path to its origin node.

An EPD may be represented diagrammatically by grouping the paths in \(P\) according to \(s\), as in Figure 3. Here, and in the rest of this paper, paths in \(P\) are represented by square boxes, nodes in \(V\) by ovals, preference arcs by dashed arrows and transmission arcs by solid arrows.

We will also use the following notation, for an EPD instance \((P, E_v, E_p, s)\) on a graph \((V, E)\):

- \(P_u\) is the set \(\{p \in P \mid s(p) = u\}\).
- Concatenation of paths is denoted by ‘\(\cdot\)’.
- \(\Gamma^+(u) = \{v \in V \mid (u, v) \in E\}\) and \(\Gamma^-(u) = \{v \in V \mid (v, u) \in E\}\).

We call elements of \(\Gamma^+(u)\) the downstream neighbors of \(u\), and elements of \(\Gamma^-(u)\) the upstream neighbors of \(u\). We will
also use the notation $\Gamma^+(u, v)$ to mean the union of $\Gamma^+(u)$ and $\Gamma^+(v)$, and similarly for $\Gamma^-(u, v)$.

In general, a cycle in an EPD must involve more than one node in $V$, since the preference arcs alone do not contain cycles. That is, this paper does not consider inconsistent preference relations within a single node. Moreover, since the transmission arcs form a tree, the EPD cannot be cyclic unless there is a cycle in $(V, E)$. That is, regardless of the routing preferences, convergence is guaranteed for any network that has no cycles.

III. NETWORK REDUCTION

This section presents a rewriting calculus for policy-based routing systems, based on the idea of reducing a given network to one which is smaller, but has the same safety property. We define two specific rules, called duplicate and complementary reduction, for merging two router nodes in an EPD. Both of these are purely local, meaning that the operations only require examination of the relevant nodes and their immediate neighbors. In the following, assume we are working with a given EPD instance $\Gamma = (P, E_v, E_p, s)$ on a graph $(V, E, d)$.

A. Definitions

To ease the discussion of these reductions, we first introduce three auxiliary notions: ‘consistent node’, ‘node rewrite’, and ‘strongly adjacent’. We say two nodes are consistent if their configurations do not form a cycle in the EPD representation, formalized as follows:

**Definition 4 (Consistent nodes):** Given a policy configuration’s EPD $(P, E_v, E_p, s)$ on the network graph $(V, E, d)$, nodes $u$ and $v$ in $V$ are consistent if there is no cycle in the EPD which consists only of paths $p$ for which $s(p) \in \{u, v\}$. An example of nodes violating consistency is in Figure 3: nodes 1 and 2 are not consistent since there is a cycle of paths $(120, 10, 210$ and $20)$ that only involves these two nodes. This conflicting configuration causes route oscillation behavior. Such examples of consistency violation, where two nodes have a policy conflict, should not be eliminated during reduction, in order for the problem to be detected in the final analysis. A consistency check is hence a precondition for reduction.

**Definition 5 (Strongly adjacent):** Two nodes $u$ and $v$ in $V$ are strongly adjacent if for every path in $P_u$, either $v$ does not appear, or it appears as the next node following $u$; and likewise for $P_v$.

Strong adjacency implies that two nodes are either immediate neighbors, or one does not route to destination through the other. It is also a precondition for reduction.

**Definition 6 (Node rewrite):** The procedure to rewrite node $u$ to $v$ is as follows: Rewrite the path $p \in P_u$ in $u$ to $p' \in P_v$ in $v$ by: If $p = u \circ w \circ v$, and $w \notin v$, then rewrite $p$ to $v \circ w \circ r$; If $p = u \circ v \circ r$, then rewrite $p$ to $v \circ r$; For all other cases, abort rewrite. Rewrite the preference among $P_u$ to that among $P_v$ by: Rewrite preference arc $(p, q)$ to $(p', q')$, where $p$ rewrites to $p'$ and $q$ to $q'$.

The global rewrite on the EPD is straightforward, once the two nodes have been merged. All paths in $P$ are rewritten according to the procedure of Definition 6, as is the transmission relation $E_v$. Write $\{p, v \mapsto w\}$ for a path $p$ where all occurrences of $u$ or $v$ are replaced with $w$, eliding any ‘$wu$’ subpath. The preferences at the new node $w$ are determined by the specific reduction procedure; for any other node $t$, the new path preferences on $P_t$ are obtained as follows. For a path $p$, let $\bar{p}$ denote the path that is minimal according to $E_p$ among $\{q \in P_t \mid q[|u \mapsto w] = p\}$. Then the written $E_p$ on $t$ is $\{(\bar{p}, q) \mid (p, q) \in E_p\}$; that is, a path ‘inherits’ the relative preference of the highest ranked path in its preimage.

**Definition 7 (Duplicate condition):** Suppose that $u$ and $v$ are two consistent and strongly adjacent nodes. Then $v$ is a duplicate of $u$, if after rewriting $v$ to $u$, the following conditions hold: (1) $v$’s path $P_v$ is equivalent to (or a subset of) the $u$’s paths $P_u$; (2) For every preference arc $(p, q)$ in $v$, there exists $(p', q')$ in $u$.

The duplicate precondition ensures two nodes agree on the paths and their preference to reach the destination. The duplicate ‘redundancy’ of $u$ and $v$ is characterized in terms of $u$’s views of their neighbors through which they route to destination $d$. The general duplicate reduction process is shown in Figure 5, where $u$ and $v$ are merged into one node $u$. One can view the local change as merging the paths of $v$ into $u$, and this operation can be done consistently since they have the same routing preference.

**C. Complementary Reduction**

In contrast to duplicate reduction, complementary reduction captures the redundancy observed by the neighbors of $u$ and $v$. The intuition is that if all the neighbors route to destinations through $u$ and $v$ in a consistent way, then $u$ and $v$ can be combined into one node without changing the routing behavior of these neighbors. This is formalized as follows.

**Definition 8 (Complementary Condition):** Two consistent and strongly adjacent nodes $u$ and $v$ are complementary if, for any paths $p$ and $q$ in $P_u \cup P_v$, and any nodes $x$ and $y$ which are immediately downstream from $u$ and $v$, the preference $(x \circ p, x \circ q)$ is in $E_p$ if and only if $(y \circ p, y \circ q)$ is in $E_p$. 
The general complementary reduction process is illustrated in Figure 6 where nodes $u$ and $v$, whose neighbors $x, y, \ldots, z$ agree upon routes through them, are merged into one node. The merging is more subtle than the duplicate one: (1) The merged node $w$’s paths combine those from $u$ and $v$, i.e., $P_w$ is the union of $P_u$ and $P_v$; (2) The route preferences for the new node $w$ are partly determined by the consensus of preferences of their neighbors (in cases where the preference could not be derived from either $u$ or $v$). That is, if $u$ has path $p$ (and not $q$) and $v$ has path $q$ (and not $p$) then we set $p$ to be preferred over $q$ in $w$ if and only if all downstream neighbors $x$ agree that $x \circ p$ is preferred over $x \circ q$.

The confluence property reveals the role of merging order in reduction. In this section we present the definitions and proof sketches.

Assume in the rest of the section that we are working with a given EPD instance $G = (P, E, s)$ on a graph $(V, E, d)$, where $u$ and $v$ are two reducible (duplicate or complementary) nodes. Let $G'$ be an instance to which $G$ reduces by duplicate or complementary reductions.

A. Duality: Relating Duplicate and Complementary Reduction

**Theorem 2:** a. If all the nodes in $\Gamma^- (u, v)$ can be merged into one node by (multiple steps of) complementary reductions, then $u$ and $v$ must be duplicate. b. If all the nodes in $\Gamma^+ (u, v)$ can be merged into one node by (multiple steps of) duplicate reductions, then $u$ and $v$ must be complementary.

**Proof:** Part a may be proved as shown in Figure 4 (a). After all nodes in $\Gamma^- (u, v)$ (left-most EPD) are merged to $x$ (the middle EPD), nodes $u$ and $v$ are duplicate, since they satisfy the criteria of Definition 7. Part b can be proved in the same way in Figure 4 (b). The duality theorem reveals the symmetry between duplicate and complementary reduction, as prefigured in Section III-D (where the border routers were complementary but the internal, downstream routers were duplicate). It also implies that if two nodes’ upstream (or downstream) neighbors can be reduced into one node in our calculus, then these two nodes themselves can be further merged into one.

B. Soundness

The main soundness result is that the reduced policy configuration has the same safety and robustness properties as the original one, and so we can use the reduced one to analyze the original.

**Theorem 3:** a. If $G'$ is safe then $G$ is safe; b. if $G'$ experiences route oscillation, then in running $G$, there exists at least one execution trace that exhibits route oscillation.

According to Theorem 1, to prove part a, it is sufficient to prove $G$’s EPD is acyclic. Since $G'$ is already acyclic (it is safe), it reduces to prove that the rewriting process preserves the absence of cycles in EPD representations. For part b, we proceed by prove its dual: $G$ is safe implies $G'$ is safe. This can be proved in the same way as a. In sum, we only need to prove that the rewriting process preserves the absence of cycles in the configuration’s EPD representation:

**Proposition 1:** The path digraph of $G$ is acyclic if and only if the path digraph of $G'$ is acyclic.

**Proof:** For duplicate reduction, we prove rewriting preserves cyclicity by constructing a cycle in $G'$ for any cycle $c$ in $G$. The duplicate rewrite from $G$ to $G'$ is defined by merging duplicate nodes $u$ and $v$, and the proof proceeds by case analysis of whether any of the paths originating from $u$ or $v$ are on $c$. We prove rewriting preserves acyclicity via the contrapositive: if $G'$ is cyclic then $G$ is cyclic, which is also proved by construction.

For complementary reduction, the proof is similar thanks to the EPD formalization and the dual nature of the two rules.
We only provide a proof sketch here, the complete proof and its graph illustration are in technical report [18].

C. Local Completeness

We first formalize the notion of “local reduction” and “local safety”, and then prove that duplicate and complementary reductions are locally complete with regard to preserving the presence or absence of EPD cycles. Intuitively, a reduction rule applied to nodes \( u \) and \( v \) is “local”, if it only requires information from \( u \) and \( v \) and their immediate neighbors (\( \Gamma^-(u, v) \) and \( \Gamma^+(u, v) \)) in order to test the reduction precondition, and generate the configuration of the merged node.

Let \( N_{\text{rest}} \) stand for the nodes in \( V \) which are not within one hop of \( u \) or \( v \). We introduce a binary relation \( \sim_{u,v} \) on EPDs, capturing the idea that they only differ on the configuration of \( N_{\text{rest}} \), by \( G \sim_{u,v} G' \) if and only if the following hold:

1. \( G \) and \( G' \) are on graphs having the same set of nodes.
2. They have the same path configuration for \( u \) and \( v \): so \( P_u = P'_u \), \( P_v = P'_v \), with the same preference arcs; and they have the same set of transmission arcs to and from \( u \) or \( v \).
3. A preference arc \( (y \circ p, y \circ q) \) is in \( E_p \) if and only if it is in \( E'_p \), for any \( y \) in \( \Gamma^+(u, v) \), and any \( p \) and \( q \) in \( P_u \cup P_v \).

Definition 9 (Local Safety): A network reduction rule on \( G \) by merging \( u \) and \( v \) is locally safe, if it also preserves safety for any \( G' \) with \( G' \sim_{u,v} G \).

Theorem 4 (Local Completeness): If a network reduction rule that rewrites \( G \) by merging \( u \) and \( v \) is locally safe, then it must be either duplicate or complementary reduction.

Proof: Proof by contradiction. We use proof by contradiction to establish that if \( u \) and \( v \) are neither duplicate nor complementary, then the reduction rule that merges them is not locally safe. To show such reduction is not locally safe, we only need to construct an acyclic EPD \( G \) including \( u, v \) such, where application of the node merge results in \( G' \) being cyclic. By assumption, \( G \) is acyclic, so in particular \( u \) and \( v \) are not on a cycle (see the left of Figure 8). We construct an EPD where there is a series of transmission arcs from a downstream neighbor of \( v \) to an upstream neighbor of \( u \) (illustrated from \( y_2 \) to \( x_1 \)). Merging \( u \) and \( v \) creates a cycle, shown in the right of Figure 8.

Note that, while duplicate and complementary reduction are locally complete, we do not exclude the existence of other safety preserving reduction that requires checking policy configuration beyond \( u \) and \( v \) and their neighbors. That is, we do not exclude less efficient algorithms for simplifying networks.

D. Confluence

This section discusses confluence properties of the reductions: we first prove duplicate reduction is confluent.

Theorem 5: [Duplicate reduction is confluent] If, for a set of nodes \( V \), any pair of nodes \( u \) and \( v \) in \( V \) are duplicate, then \( V \) can be merged into one single node by multiple steps of duplicate reduction, regardless of the reduction order.

Proof: By induction on the size of \( V \).

The base case, \(|V| = 2\) is trivial.

The induction step. For \(|V| = k + 1 > 2\), consider two nodes \( u \) and \( v \) in \( V \), which by assumption are duplicate. By merging them into a new node \( z \), we can rewrite \( V \) to \( V' = W \cup \{z\} \) where \( W = V \setminus \{u, v\} \). By the induction hypothesis that any \( k \) pair-wise duplicate nodes can be merged into one node, it is sufficient to prove that \( V \) reduces to one node by showing that \( V' \) is pair-wise duplicate, since \(|V'| = k \). By definition, in \( V' \), the subset \( W \) is pair-wise duplicate, so we only need to show that \( z \) is duplicate with any \( w \) in \( W \). Since \( u \) and \( v \) are duplicate with \( w \), it must be the case that \( z \) and \( w \) satisfy at least the duplicate conditions. Since \( P_z = P_u \cup P_v \), and by the pair-wise duplicate definition we know that paths in \( P_u \) and \( P_w \), in \( P_v \), and in \( P_u \) and \( P_v \), always form a unique total ordering. That is, for any three paths \( p \in P_u, q \in P_v, r \in P_v \), we know how to set the preferences between any two of them. Then there must be a unique ordering between the three of them, and so all paths from \( P_u \cup P_v \cup P_w \) are totally ordered.

On the other hand, complementary reductions are not confluent. Consider the EPD in Figure 9(a), in which nodes \( u, v, w \) have the same set of downstream neighbors. For example, node \( u \) has two paths \( p_2 \) and \( p_3 \), and there is some downstream preference \( p_2 \prec p_3 \). All downstream neighbors have consensus on preference among paths from \( u \) and \( v \) \( (p_2 \prec p_1 \prec p_3) \), and among paths from \( v \) and \( w \) \( (p_2 \prec p_1 \prec p_4) \). However, there is no consistent ranking for paths from \( u \) and \( w \), since some nodes prefer \( p_3 \) over \( p_4 \), and others prefer the reverse. While complementary reduction can be applied to either \( u \) and \( v \) (as in Figure 9(b)), or \( u \) and \( w \) (as in Figure 9(c)), a further reduction step is not possible.

Finally, we show that duplicate reduction does not commute with complementary reduction, by exhibiting a counterexample. Consider the EPD in Figure 10, where nodes \( u \) and \( v \) are duplicate, and \( u \) and \( w \) are complementary. If \( u \) and \( v \) are merged into \( z \) through duplicate reduction, then this \( z \) is not reducible with \( w \), due to the lack of consensus on paths \( p_3 \) and \( p_4 \) among downstream neighbors.
V. Evaluation

We have implemented a prototype of network reduction using Maude. With the prototype, we demonstrate that network reduction is applicable on various networks, can be done efficiently at low overhead, and enables analysis of BGP configurations that cannot otherwise be completed. Moreover, by comparing BGP systems before and after reduction, we not only validate our reduction theory, but also gain insights into redundancy and conflicts in network configurations. We primarily selected Maude due to its existing libraries [20], [19] for modeling BGP systems and performing safety analysis [20].

A. Network Generation

We present evaluation on a variety of networks ranging from synthetic networks including configurations of Cisco guidelines [21], and random network topologies generated using GT-ITM, to actual network topologies including CAIDA inter-AS level topologies [1], and Rocketfuel router-level ISP topologies [17]. All experiments are carried out on an Intel Xeon 2.33GHz CPU with 4GB memory, running Linux 2.6.

a) Reduction on Synthetic Networks: We evaluate network configurations that span multiple ASes, consisting of both iBGP and eBGP configurations. We first develop a model of a BGP system [14] in Maude, which consists of several ASes and routers running the path-vector protocol, and exchanging routes based on their import, export, and route selection policies. In particular, both the Cisco-Synthetic and GT-ITM network policies are realized by the local preference and AS path attributes for route selection, and import/export filtering for route exchange. In addition, we develop Maude functions that generates the EPD model from a BGP system in terms of topology and configuration attributes [14]. More details on synthetic network setup are in the technical report [18].

b) Reduction on Actual Topologies: We evaluate the effectiveness of our reduction techniques on actual Internet topologies, obtained from the CAIDA Inter-AS level topologies [1] and the Rocketfuel router-level ISP topologies [17]. In the CAIDA and Rocketfuel dataset, we sample the dataset to derive network of sizes up to 185 and 128 respectively. For all the topology samples, we insert the same policy configurations as our earlier Cisco-Synthetic and GT-ITM setups. We observe that the reduction rate was high, achieving a rate of 75% and 69% on average respectively. This suggests that in practice, there is significant configuration redundancy in actual configurations, observable even for a sample of the network.

B. Reduction Performance

Table I summarizes the performance overhead of network reduction and analysis on the two classes of input topologies for various network sizes. Cisco-Good-22 refers to a 22-node Cisco-Synthetic topology embedded with Good Gadgets. The columns shown refer to:

- **EPD Generation.** Time to generate a EPD model from the input BGP configuration.
- **Reduction Time.** Reduction time required to generate the reduced EPD from the corresponding input EPD. Both reduction rules are applied, duplicate followed by complementary.
- **Reduction Time (Dup).** Same as above, except that complementary reduction is not applied. The difference allows us to compare the marginal overhead of applying complementary reduction.
- **Reduction Rate.** Percentage of redundant nodes that are reduced. For example, 68% for Cisco-Good-22 means that the reduced EPD is only 1-68% = 32% of the original network size.
- **Reduction Rate (Dup).** Rate of reduction achieved by only merging duplicate nodes.
- **Reduced Analysis.** Time required to run the safety analysis on the reduced EPD after reduction, using existing Maude-based safety analyzer [20].

c) EPD Generation and Reduction: The overhead of reduction includes the time required to generate the EPD representation of the policy configuration, and the overhead of doing the reduction itself. Due to space constraints, we will show performance graphs (derived from Table I) for the Cisco-Synthetic networks, but discuss conclusions drawn from both input topology classes.

Figure 11 shows the EPD generation time (left) and reduction time (right) as the number of nodes increases. We observe that the execution times are polynomial (cubic/quadratic) with respect to network size. While the complexity bounds are not ideal for scaling up, we note that the absolute numbers are easily within the realm of practicality. For instance, on a single commodity PC, EPD and reduction using our unoptimized Maude code requires only 16 minutes and 32 seconds (or
We observe that in Cisco-Synthetic networks, the reduction overhead is dominated by the EPD generation time. Note however that EPD generation is amortized across both reduction and analysis, since the subsequent analysis essentially uses the same EPD representation. In contrast, in GT-ITM networks, we observe that the actual reduction dominates over EPD generation, suggesting that a nosier (more randomize) configuration increases reduction overhead. Among Cisco-Synthetic networks, we observe that reduction times are increased on denser topologies with full meshes within an AS, as compared to ASes that use route reflectors internally.

**d) Reduction rate:** Table I shows that reduction is very effective at reducing the size of the EPDs. In some cases, as the network sizes increases, the reduction can reduce the original EPD by 95%. Figure 12 shows the reduction rates on the Cisco-Synthetic networks. For networks beyond 40 nodes, the reduction rate is above 80% and relatively stable. The effectiveness of reduction can be attributed to the highly structured natures of these topologies, where the resulting reduced EPD is often identical to the original embedded gadgets themselves. Another source of irreducibility is if the BGP decision procedure falls through to attributes we do not analyze.

The trends observed in GT-ITM are largely similar, though we note that since these topologies are randomly generated, the reduction times and rates have higher variance across experimental runs. In Cisco-Synthetic networks, the reduction rate exhibits smaller variance due to its regular structure. In general, when a network becomes more hierarchical, (from GT-ITM to Cisco, from full-mesh to reflection), reduction rate improves due to increased redundancies. Moreover, the reduction overhead is relatively smaller (compared with the growth of network size). All in all, our results imply that a well structured hierarchical network configuration is easier to analyze in terms of reduction times. They are also more likely to result in safer configurations that do not oscillate.

**e) Duplicate vs Complementary:** As we noted in Section III, the complementary condition is more complex. While duplicate reduction only requires two nodes to agree upon what they learned from their neighbors, complementary requires all the neighbors of the two nodes to agree upon what are learnt from them. Our experimental results summarized in Table I validate that the overall reduction time tends to be dominated by complementary reduction. In addition, the marginal benefit of performing complementary reduction on top of duplicate reduction is often small. For instance, Cisco-Good-22 results in a 63% reduction compared to the original EPD when only duplicate reduction is used, and 68% (i.e. an additional 5%) with both forms. While complementary reduction is less effective, we note that in almost all cases, the EPD is further reduced by the reduction. Moreover, as noted in Section V-C, both forms of reduction allow us to shed light into the policy configurations themselves.

**f) Analysis time:** To understand the benefits of performing safety analysis on the reduced EPDs, we compare analysis results on the original and the reduced EPD, by running existing safety analyzer [20]. The analyzer [20] uses an exhaustive search strategy to explore all possible execution sequences. Oscillation is detected if the same best route is selected multiple times during protocol execution. Overall, we observe that after reduction, the analyzer is able to detect the same route oscillation pattern found in the original network. While the original pre-reduction EPDs did not terminate within minutes, all the post-reduction EPDs completed successfully, while requiring significantly less time and state exploration. The Cisco-Synthetic topologies with Good Gadget requires the longest analysis time, since these are safe instances, and hence require enumerating all possible states before completing the

---

### Table I

<table>
<thead>
<tr>
<th>Input Topology</th>
<th>EPD Generation Time (ms)</th>
<th>Reduction Time (ms)</th>
<th>Reduction Rate (ms, Dup)</th>
<th>Reduction Time (ms)</th>
<th>Reduction Rate (ms, Dup)</th>
<th>Analysis Time</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cisco-Good-22</strong></td>
<td>3</td>
<td>74</td>
<td>22</td>
<td>68%</td>
<td>63%</td>
<td>429043</td>
</tr>
<tr>
<td><strong>Cisco-Good-48</strong></td>
<td>113</td>
<td>863</td>
<td>124</td>
<td>85%</td>
<td>84%</td>
<td>429043</td>
</tr>
<tr>
<td><strong>Cisco-Good-87</strong></td>
<td>5299</td>
<td>5665</td>
<td>649</td>
<td>92%</td>
<td>92%</td>
<td>429043</td>
</tr>
<tr>
<td><strong>Cisco-Good-104</strong></td>
<td>26567</td>
<td>10341</td>
<td>1814</td>
<td>93%</td>
<td>93%</td>
<td>429043</td>
</tr>
<tr>
<td><strong>Cisco-Good-140</strong></td>
<td>983300</td>
<td>32562</td>
<td>1814</td>
<td>95%</td>
<td>94%</td>
<td>429043</td>
</tr>
<tr>
<td><strong>Cisco-Bad-22</strong></td>
<td>5</td>
<td>96</td>
<td>23</td>
<td>69%</td>
<td>68%</td>
<td>80224</td>
</tr>
<tr>
<td><strong>Cisco-Bad-49</strong></td>
<td>112</td>
<td>935</td>
<td>119</td>
<td>86%</td>
<td>86%</td>
<td>80224</td>
</tr>
<tr>
<td><strong>Cisco-Bad-87</strong></td>
<td>5204</td>
<td>6075</td>
<td>465</td>
<td>92%</td>
<td>92%</td>
<td>80224</td>
</tr>
<tr>
<td><strong>Cisco-Bad-104</strong></td>
<td>25449</td>
<td>11258</td>
<td>725</td>
<td>93%</td>
<td>93%</td>
<td>80224</td>
</tr>
<tr>
<td><strong>Cisco-Bad-121</strong></td>
<td>177421</td>
<td>19741</td>
<td>1111</td>
<td>94%</td>
<td>94%</td>
<td>80224</td>
</tr>
<tr>
<td><strong>Cisco-Disagree-23</strong></td>
<td>2</td>
<td>30</td>
<td>14</td>
<td>78%</td>
<td>80%</td>
<td>184</td>
</tr>
<tr>
<td><strong>Cisco-Disagree-53</strong></td>
<td>40</td>
<td>352</td>
<td>73</td>
<td>90%</td>
<td>90%</td>
<td>184</td>
</tr>
<tr>
<td><strong>Cisco-Disagree-70</strong></td>
<td>182</td>
<td>901</td>
<td>164</td>
<td>93%</td>
<td>92%</td>
<td>184</td>
</tr>
<tr>
<td><strong>Cisco-Disagree-103</strong></td>
<td>3951</td>
<td>3641</td>
<td>469</td>
<td>95%</td>
<td>95%</td>
<td>184</td>
</tr>
<tr>
<td><strong>Cisco-Disagree-122</strong></td>
<td>20792</td>
<td>6430</td>
<td>810</td>
<td>96%</td>
<td>96%</td>
<td>184</td>
</tr>
<tr>
<td><strong>GT-ITM-12</strong></td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>82%</td>
<td>81%</td>
<td>1</td>
</tr>
<tr>
<td><strong>GT-ITM-38</strong></td>
<td>7</td>
<td>24</td>
<td>9</td>
<td>94%</td>
<td>94%</td>
<td>1</td>
</tr>
<tr>
<td><strong>GT-ITM-77</strong></td>
<td>57</td>
<td>2279</td>
<td>68</td>
<td>95%</td>
<td>95%</td>
<td>1</td>
</tr>
<tr>
<td><strong>GT-ITM-80</strong></td>
<td>71</td>
<td>5241</td>
<td>84</td>
<td>90%</td>
<td>90%</td>
<td>2</td>
</tr>
<tr>
<td><strong>GT-ITM-118</strong></td>
<td>350</td>
<td>583143</td>
<td>455</td>
<td>86%</td>
<td>91%</td>
<td>2</td>
</tr>
</tbody>
</table>

## Summary of Results Across Various Input Topologies

Averages across multiple runs are presented.
Fig. 11. EPD (left) and Reduction time (right) as number of nodes increases for the Cisco-Synthetic topologies.

Fig. 12. Reduction rate as number of nodes increases for the Cisco-Synthetic topologies.

Fig. 13. In a Cisco-Synthetic network, duplicate reduction (left) merges core (triangles), internal routers (ovals) and retains the border gateway nodes (highlighted squares) post-reduction; Complementary reduction (right) merges core, border gateway routers and retains internal nodes (highlighted ovals).

In the GT-ITM networks, since they were less structured, not all of input topologies reduced to small gadgets (like the Cisco-Synthetic examples do) that can be analyzed quickly. For instance, in GT-ITM-118, only 25% of the reduced EPDs were analyzable, since the other reduced instances themselves still contain 20 nodes. We note however that when these instances are analyzable, they are typically reduced to small EPDs which can be analyzed quickly.

C. Observations and Implications

In addition to performance benefits of feasible analysis, the process of reduction allows us to gain new insights into policy configurations.

In Section IV, we prove that duplicate and complementary are dual concepts. Figure 13 illustrates these effects, by comparing the EPDs before and after reduction, while only applying duplicate and complementary reductions respectively. In these figures, triangles denote core network (transit) ASes (which includes the embedded gadgets) in the Cisco-Synthetic networks, and transit AS nodes in GT-ITM. Squares refer to reflectors in stub ASes, and all other nodes are drawn as ovals. Nodes that remain after reduction are highlighted.

The duplicate reduction (left) removes some of the core network nodes, as well as some internal nodes in stub networks (those which are not border routers). In contrast, complementary reduction (right) removes an opposite family of nodes, namely the border routers that connect each stub network to the core.

This duality reveals deeper insights into the role of redundancy in networks. For core and iBGP internal nodes, duplicates arise because they are likely configured to agree upon how to route to their neighboring BGP routers for a given destination node. Such redundancies are typically eliminated by duplicate reduction. On the other hand, redundancies among border routers may be caused by configuring one router as a backup for another, so that the internal nodes that route through them view them in the same way. This falls into the definition of complementary nodes.

VI. RELATED WORK

1) Rigorous theory of BGP safety properties: Researchers have used abstract models including routing algebra [6], [4], [16] and combinatorial models [5] to identify sufficient safety conditions, as well as analyzing particular BGP routing systems. Practitioners have also discovered global constraints, or policy guidelines [3], which ensure safety if universally adopted. These static analysis techniques advance our understanding of how local policy configurations affect global convergence, and provide the theoretical foundation for the analysis of safety. This paper utilizes these safety conditions to prove the properties of our reduction techniques.

2) Automated detection of safety violations: Existing practical tools such as rcc [13], [2] statically check BGP configurations for possible faults due to policy conflicts across routers. This contrasts with the Maude approach of exhaustive search, based on the above rigorous theory [20]. These automated tools all suffer problems: rcc scales well but is neither sound nor complete, whereas though the analysis in Maude is sound, it suffers a state explosion problem due to the NP-hard
nature of detecting safety problems. These difficulties motivate reduction as a means of providing rigorous techniques to accelerate existing analysis.

i) Accelerated automatic analysis with duplicate reduction: In [19], a restricted form of duplicate reduction was proposed, it dramatically reduces both the state space and the execution time required for detecting safety misconfigurations, enabling users to analyze configurations up to 100 nodes (compared with the previous limit of 25 [20]).

Encouraged by the success of duplicate reduction, this paper introduced its dual, complementary reduction, based on a new unified model (EPD). Using EPD model, we proved that no other rules are locally complete; this and other properties of the reduction rules, have provided a deeper understanding of the redundancies presented in BGP systems. We also implemented a prototype with which we experimentally validated the reduction rules on various realistic topologies. In sum, the rigorously proved reduction properties together with the experiments establish our reduction rules as a sound, efficient, and complete method for scaling up existing analysis techniques.

VII. CONCLUSION

We present network reduction, a scalability technique for efficiently analyzing BGP configurations in a sound and automated fashion. Based on a unified EPD model of policy configurations for both specification and analysis, we develop two reduction rules that transform a policy configuration to a smaller one by only local inspection. We proved that the two reduction rules (duplicate and complementary) are dual to each other, and are sound and locally complete with respect to the safety property. Our evaluation results not only show the benefits of reduction by scaling up safety analysis of BGP systems, but also allow us to gain insights into structural redundancies among Internet routing policy configurations.
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